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Introduction

Following' let consider the following system of m equations and n unknowns:

fi(2) = iaka—bj =0, keM={1,2,...,m} (1)
j=1

or, equivalently,
Az—b=0
where the notations are obvious:

4= (ak)k:LZ,...,m = (a5, ""akn)k:l,Z,...,m € Mm,n ©), b= (b,b,,...b,)eM,  (C)

mJl

and z=(2,,23,...,2,) €M, (C)  (here a* :=(a,,a,,,....q,,)).

Definition 1.1. z € C" is an infrasolution of the system (1) if there is no ueC" so
that:

— Au+ Az

— If, fork e M, f, (z) =0, then f, () =0

— If, fork € M, f, (z) # 0, then | £, () |<|.f, (2) |

Let us denote the set of all infrasolutions of (1) by 1S (4, b)

' 1. Marusciac: Infrapolynomials and Pareto optimization, Mathematica (Cluj), 22 (45), (1980), No. 2,
pp- 297-307; E.I. Remez: Basis of the Numerical Methods in Tchebycheff’s Approximation, 1zd. Kiev,
1969.
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Lemma 1.1. System (1) is consistent if and only if every solution z of the system is also
an infrasolution, i.e. 1S (4, b) coincides with the set of all solutions of (1).

Definition 1.2. z € C" is a Pareto minimum solution or Pareto minimum point of the
system (1) if there is no u e C" such that:

= i@ 5 fi(2)] forall ke M ;

— Thereis a k, e M so that Ifk0 W) < fko (2)].

Definition 1.3. z € C" is called a weak Pareto minimum solution of the system (1) if
there is no ueC" such that | f, W) |<| f,(2)| forall ke M .

We denote by PA (4, b), and, respectively by PA™ (4, b) the sets of all Pareto minimum
solutions, respectively for all weak Pareto minimum solutions of the system (1).

Definition 1.4. An approximate solution z,eC" of the system (1) is called Tsche-
bychev uniform best approximation solution of (1), or a Tschebychev’s point for the system

() if
Ill(léAl/[XI{ fi(z)) [} = inf maxf{ f,(2)} @

-eCl keM

Definition 1.5. Let now (4,)" be a system of weights, so that 2,> 0, zzzﬂk =1 and let
also p > 0. An approximate solution z* € C" of the system (1) is called solution of the least
deviaton from 0 in weighted mean of order p of (1), if

1/p

(ia fk(z")vj = inf [Zﬂ If;.(Z)I”j 6

In a particular case when p =2 and 4, = 1/n for all k € M, the solution of the least devia-
tion from 0 of the system (1) is called the least squares solution of the system (1).

Definition 1.6. A matrix AeM,_ (C), m=n is said to have the “H-property” (Haar

m,n

property) if all quadratic submatrices of A of order n have exactly rank n.

Lemma 1.2. Ifz, € C'and A € M,,,, m>n and A has the H-property and if there exist
[2n and k,k,,....k, e M so that
fi (z)=0, for j=12,...,1,
J
then z, € PA(4,b).

Definition 1.7. Let us denote by 1S, (4, b), PA,(A,b) and, respectively PA,(A,b) the
subsets of infrasolutions, Pareto minimum solutions, respectively weak Pareto minimum

solutions z of system (1), for which f,(z)#0 forall k € M.

Theorem 1.1. Between the three classes defined above, we have the following inclu-

sions:
PA(A,b)  1S(A4,b) c PA'(4,b).
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Definition 1.8. Let X cC" and f:X —>R", g:X >R’
andlet Q={xe X :g(x)<0}=®. x,is called a Pareto minimum point of fon Q. (or Pareto
minimum solution) of the problem:
f(x) > min,

under the condition:
g(x)<0

if there is no x € Q such that
S(x) < f(xp), S(x) # f(x0),

(Here, the inequalities mean inequalities between the similar real components of f, respec-

tively g).
In [1] we proved some results concerning these classes. In what follows we will need

the following theorems:

Theorem 1.2. ([1]) If z° € C" is a solution of the least deviation from 0 in weighted
mean of order p of the system (1), then z" is a Pareto minimum solution of (1), i.e. z~ € PA(4,b).

Theorem 1.3. ([1]) Let A€M, ,(C) and b e C". Then z, € PA,(A,b) if and only if there

exist p functions fkl,sz,...,fk (2< p <2n+1) and p positive numbers ., with 3P 4, =1
4
so that
P aj j
M2, Y- =0, je{l,2,...,n
v=1 Sk, (20)

If z, €1S,(4,b), then z, €1S,(B,c), where

ki k kY
BI(alaz...a”j, c=(bk1bk2...bkp)’

Corolarry 1.1. ([1]) With the notations and conditions of Theorem 1.3, if A has the *
H -property”, then number p in Theorem 1.3 satisfies the inequality n+1< p<2n+1 and
if A is a matrix with real elements , thenp =n + 1.

Main results

Lemma 2.1. Let A be a matrix of order mxn with complex elements. Let

be a submatrix of 4 having the order pxn,p=n. If A4 has the “H-property”, then
PA(B,)  PA(Ab) (¢ =(byby, --b, )').
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Proof. Let z, € PA(B,c) and assume that z, ¢ PA(A4,b). Then, we can find u € C" so
that:

| fr @) €] £, (z0) | forallk e M

and it exists k, € M so that

| fi, @) [<] 1y, (Z0) | @

From the first inequality we have that | f, () |<] /,(z,)| for all k e {k,,k,,....k,}. If
there were a k' e thyskysennk ) such that | 1, (u) |<| f,-(z,) ], z, would not be in PA(B,c) and
this is a contradiction. It follows that for every & € {k,,k,,...,k,} wehave | £, (u) =] f,(z,) |-

Let now consider v=(u+2z,)/2.

k k
a“# (@ u — b)) + (a¥zy — by)| <

| feO) Fl a* v - b | ~ by

_1
2

S%Qaku—bk ‘+|ak20—bk |)S 2|ak20—bk |: fk(z()) fOI”allkeM

1
2
It follows that | f,(v) || f,(z,)| for each k€ {k,,k,,....k,}. This means that (a")v=(a")z,

forall k € {k,k,,....k,} . Because p>n and B has the “H-property”, the last equalities show
that u = z,, contradicting (4). Hence, we have that z, € PA(4,b).

Theorem 2.1. Let A€M, (C) and beC". (i)lf z, € P4,(A4,b), then we can find p func-

tions f,(1 ,sz,...,fkp and p positive numbers v, with Zle =1 so that
P ay

zzvfk—zzf):o, je{l2,....n ®)
v=1 0

(i1) If matrix 4 has the “H-property”, then conditions (5) are sufficient for z, € P4 (4,b) and
n+1<p<2n+1.
(ii1) If 4 is like in (ii) and real, thenp = n + 1.

Proof. The conclusions are simple applications of Theorem 1.3 and also of Lemma

2.1.
Remark 2.1. In the conditions of Theorem 2.1, we have:
P bkv
YA = -1 ©)
v=1 S, (20)

Proof. By multiplying (5) by z,, j and by adding term by term the corresponding rela-
tions (j =1, 2, ..., n), we obtain:
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n
ZaijZO J

i S
= 1/1‘/ Jr, 20)

i M

Relation (6) follows immediately from the above equality, taking into account that
D=1k, 70, = fr,(20) + by and 3P_2, =1.

Let us now make the following notations: consider (without any loss of generality) that
indices ky, k, ..., k, in Theorem 2.1 are the first p indices 1, 2, ..., p and thus condition (5)
becomes

V4 a~
> A J=12,.,n A >0,

)4
DA =1 (M
2 o) P
Denoting di = A4/ | fi(20) |2, system (6) can be written as:
L — .
2 difi(zo)ar, ;. J=L2.n ®)
k=1
Let us now denote:
p p—
Dj = Y drajay,
k=1
D; = 27 .
dybpay;
We can rewrite the system (7) in the form:
Djzy+ Djyzy + -+ Dz, = D, Jj=12,...,n ©9)

Using the method in [3] we can easily write the solution of the system (8) in the following
way:

Theorem 2.2. Let (1) be an inconsistent system for which matrix A has the “H-prop-
erty”. An approximate solution z,€C" with f,(z,#20keM of this system is a Pare-
to minimal solution of (1) if and only if there exists a subsystem of (1) with p equations
(n+1< p<2n+1) (we assume that f,(z)=0k=1.2,...,p) and there exist also p positive
numbers d, such that:

Sy dyy - dig Dlkis koo ks A)Dkys Ky, o hys 45 b)

20k = 10
Sdy gy --.dy | Dk K.k A) (10)
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where:
A1 g2 - gn
Ayl Fhky2 o iyn
D(kl,kz,,kn,A) = N
Ah,1 A, e hn

and D(k,k,,....k,; A;b) is the determinant obtained from D(k,,k,,...,k,;A) by replacing
the column (g, ;a; ; ...aknj)’ with (b, b, ...bk")t. D(k,,k,,....k,; A) is the complex conjugate
of D(k,,k,,....k,;A) and the sum X is taken for all the values of &,,k,,...,k, in the set {1, 2,
ey D}

If matrix A4 is real (i.e. the system is real) and has the “H-property”, by Corolarry 1.1
we have that p = n + 1 and, hence, relations (10) becomes (forj = 1, 2, ..., n):

n+l
Zdldz dn+1Dk(A)D]g(A, b)
= = _ k=1
Z()j' xOJ n+l 5 (11)
2dydpydyyy ... dyyy | D(A) |
k=1
where
ak‘ll Clk‘lz Clk.ln
Ak-1,1 9%-12 - 9k-1,n
Di(A) = |ag11 @ks12 - Gparn
A1l 412 - utln

and D,; (4; b) is obtained in the same way as above.
Equalities (10) can be written in a more simple form as:
Dj(kl! kz, ey kn’ A, b)

S i=1,2,....,n 12
Dk, by v o A) J (12

20; ~ ZAklkz.“kn
and
diydiy - dy, | DUy ko ks A) [
Sdpdiy -y, | Dk, s A) P

LV

n+l

PPN oy =1 and in the real case equalities (11) can be re-

We. see that A, , >0 and >
written as:
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n+l D A’b
X, = M—HLJ, j=12,...n,

Ta T D)

where A, >0 and ZAk =1.

Theorem 2.3 Let (1) be an inconsistent system. If matrix A of the system has the
“H-property”, there exists a subsystem of (1),

fkj(z):O,j:LZ,...,p and n+1< p<2n+1 (13)
so that:
PA,(A,b) =conv{z‘},
where conv{z‘} is the convex hull of all Cramer solutions z, of the nxn subsystems of (13)
Proof. For z, € P4,(4,b), if we apply Theorem 2.2, we conclude that relation (12) is

true. Let YeC", Y=(Y,,Y,,...,Y,) be a Cramer solution of the system f,, =0 (j = 1, 2, ..., ),
i.e.

Dj(kl,kz,...,kn;A;b)

Y; = Wilkyky, ... ky; A;b) =
j J( 1> 142 n ) D(k],kzau'akn;A)

s j=1L2,...,n

System f;,=0(j =1, 2, ..., n) is a subsystem of system (13) and we have also:
%:ZMMWWW%th@’

so that
zZy = ZA,{I’@"N,A,HW(kl,kZ,...kn;A;b),

where

Wk, ky,...ky; A3 b) =
W (kys by, o by A5 D), W (kys Koy oo b A3 D), oo s Wy (K Ky, o Kys A3 D)),

and thus, z, € conv{z“} . Conversely, if z, € conv{z}, then z, is an open convex combination
of Cramer solutions W (k,k,,...k,; A;b) of subsystems having the form f,v =0(j=12,..n).
Consequently, (12) holds, and thus, by Theorem 2.2, z, € P4,(4,b).

In [1] we saw (see also Theorem 1.2 in the first section of this article) that the least
square solution and the best approximate solution of the system (1) (with 4 having the

th)

“H-property”) are in fact two special cases of the Pareto minimal solutions of the same sys-
tem. In other terms, using the notations defined above, this means that for a certain choice
of weights Akl’kz’“"kn in formula (12) we can obtain the two above mentioned approximate
solutions. We will look now at the least square solutions of system (1), which characterize
them.
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Obtaining the least square solution of system (1) means minimization of function

FUN=3 A =2,

Hence, here we have to solve system:

of m — .

T=22fk(z)akj=0, j:1, 2,...,7[ (14)
Z; k=

But system (14) is similar to (8) (p = m and instead of z, we have here z) withd, =d, = ... =
d,, = 1. We have proved the following result:

Theorem 2.4. If matrix A of system (1) has the “H-property”, then z, e PA,(A4,b) is

the least square solution for system (1) if and only ifd, = d, = ... =d,, = 1 in relation (8),
which means that:

B B(kl,kz,...,kn;A)Dj(kl,kz,...,kn;A;b)

> JZI: 2:’”:” (15)
| D(ky, s .. oy A) [

ZOj

In a similar way it is possible to characterize the best approximation solution of system
(1). Formula (15) is a synthetic form of the least square solution of an inconsistent system.
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Summary

Starting from the previous papers G. Caristi (Pareto solutions of an inconsistent system, Ap-
plied Mathematical Sciences, Vol. 4, 2010, No. 10) and M. Fekete, J.L. Walsh (On restricted infrap-
olynomials, Proceedings of the National Academy of Sciences, U.S.A., 37 (1951)), in this paper we
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show some new results and remarks concerning the last square solutions and we consider the best
approximation of the solution of an inconsistent system?.

PONOWNIE NA TEMAT PARETO OPTYMALNYCH PRZYBLIZEN
ROZWIAZAN UKEADOW SPRZECZNYCH

Streszczenie

W niniejszym artykule, opierajac si¢ na pracach G. Caristi (Pareto solutions of an inconsistent
system, Applied Mathematical Sciences, Vol. 4, 2010, No. 10) i M. Fekete, JL Walsh (On restricted
infrapolynomials, Proceedings of the National Academy of Sciences, U.S.A., 37 (1951)), pokazano
nowe wyniki i uwagi dotyczace metody najmniejszych kwadratéw oraz najlepsze, wedtug autoréw,
przyblizenie rozwigzania sprzecznego uktadu.
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